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Abstract

Motivation: Genome-wide association studies have revealed that 88% of disease-associated single-nucleotide poly-
morphisms (SNPs) reside in noncoding regions. However, noncoding SNPs remain understudied, partly because
they are challenging to prioritize for experimental validation. To address this deficiency, we developed the SNP ef-
fect matrix pipeline (SEMpl).

Results: SEMpl estimates transcription factor-binding affinity by observing differences in chromatin immunoprecipi-
tation followed by deep sequencing signal intensity for SNPs within functional transcription factor-binding sites
(TFBSs) genome-wide. By cataloging the effects of every possible mutation within the TFBS motif, SEMpl can pre-
dict the consequences of SNPs to transcription factor binding. This knowledge can be used to identify potential
disease-causing regulatory loci.

Availability and implementation: SEMpl is available from https://github.com/Boyle-Lab/SEM_CPP.

Contact: apboyle@umich.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

To date, genome-wide association studies (GWAS) have identified
over 100 000 loci associated with over 200 human diseases and
phenotypic traits (Edwards et al., 2013; Welter et al., 2014). Though
95% of known single-nucleotide polymorphisms (SNPs) and 88% of
GWAS SNPs fall into noncoding regions of the genome, most genet-
ics studies focus on mutations within coding regions (Hindorff et al.,
2009; Sherry et al., 2001). This large disparity in knowledge gained
from big data initiatives is likely due to the more direct interpretabil-
ity of genic variation even though noncoding variation is also strong-
ly linked to human disease (VanderMeer and Ahituv, 2011; Zhang
and Lupski, 2015). Identifying noncoding mutations leading to gene
misregulation is critical to fully understand GWAS results and their
impact on complex and polygenic disorders.

As noncoding GWAS variants are overwhelmingly abundant
compared to coding variants, many methods have been developed to
prioritize potentially disease-associated mutations in noncoding
regions for further study (Nishizaki and Boyle, 2017). Generally,
these tools focus on known regulatory regions of the genome, rely-
ing on variant overlap with experimental annotations, such as

regions of open chromatin and transcription factor binding (Boyle
et al., 2012; Kircher et al., 2014; Ward and Kellis, 2012). To date,
these computational prioritization tools have assisted in identifying
a handful of causal disease mutations from GWAS (He et al., 2015;
Higgins et al., 2015). However, these tools have only shown up to a
50% concordance rate between predictions, highlighting the need
for additional prioritization metrics (Nishizaki and Boyle, 2017).
One way to improve these predictions is to investigate additional
regulatory features to better understand a variant’s mechanism of
action.

Transcription factor binding sites (TFBSs) are a regulatory fea-
ture of particular interest as they make up 31% of GWAS SNPs, yet
only comprise 8% of the genome (ENCODE Project Consortium
et al., 2012). Mutations in TFBSs influence transcription factor-
binding affinity, alter gene expression, and have been associated
with multiple human diseases including cancer and type 2 diabetes,
as well as with increased total cholesterol (Fogarty et al., 2014;
Gaulton et al., 2010; Musunuru et al., 2010; Pomerantz et al., 2009;
Savic et al., 2011; Stitzel et al., 2010). However, altering different
bases within a TFBS have been found to confer different effects on
transcription factor binding (Kasowski et al., 2010; McDaniell
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et al., 2010). This finding has been reflected in cases of human dis-
ease, where certain bases in a sequence motif are more correlated with
an associated disease than others (Umer et al., 2016). Currently, the ef-
fect of mutations in a TFBS is estimated using a position weight matrix
(PWM), which denotes a transcription factor’s binding motif using in
silico analyses to determine its predominant binding sequence using a
competitive binding assay (Fig. 1A) (Stormo et al., 1982). PWMs pre-
dict where a transcription factor may bind in the genome by acting as
its most frequent binding sequence; however they may not recapitulate
known binding activity and are not sufficient to predict which muta-
tions within a motif may alter binding affinity (Weirauch et al., 2013).
Additionally, using PWMs to predict how a SNP may affect transcrip-
tion factor binding can be challenging, as PWMs do not contain infor-
mation on the potential direction of effect of a mutation.

While multiple tools have been developed to predict which muta-
tions may lead to changes in binding affinity, many of these methods
rely solely on information from PWMs and are thus subject to similar
limitations (Andersen et al., 2008; Barenboim and Manke, 2013; Khan
et al., 2018; Macintyre et al., 2010; Manke et al., 2010; Shrikumar
et al., 2017; Vorontsov et al., 2015). More recent methods have incor-
porated additional measures of binding affinity, including protein-bind-
ing microarray data, systematic evolution of ligands by exponential
enrichment (SELEX) data and/or chromatin immunoprecipitation fol-
lowed by deep sequencing (ChIP-seq) data (Alipanahi et al., 2015; Foat
et al., 2006; Jolma et al., 2010; Lee et al., 2015; Riley et al., 2015; Zhao
and Stormo, 2011; Zhou and Troyanskaya, 2015). These methods rep-
resent a marked improvement over a strict input of PWMs, however
they have their own pitfalls. As protein-binding microarray and SELEX
data are generated outside of a native cell context they may not repre-
sent patterns of true intercellular binding. In addition, the majority of
these models output de novo motifs similar in style to PWMs, which are
not informative to direction of effect of a mutation. One tool of particu-
lar interest, the Intragenomic Replicates (IGR) method, was developed
as a way to investigate FOXA1 involvement in breast cancer using
GWAS data (Cowper-Sal Lari et al., 2012). This method compares
TFBSs containing putatively deleterious mutations to their wild-type
counterparts using genome-wide ChIP-seq data to estimate predicted
changes to transcription factor-binding affinity. The predictions gener-
ated by IGR were found to be highly correlated with ChIP-qPCR results
and were successfully used to identify a risk allele associated with a 5-
fold change in gene expression in breast cancer. IGR represents a
marked improvement over other methods due to its specific calibration
of variants to ChIP-seq data, an endogenous source of transcription fac-
tor-binding affinity information. Currently, IGR exists only as a method
designed to probe individual mutations and must be reconstructed for
each new mutation and transcription factor. However, the premise of
using ChIP-seq data to predict transcription factor binding could be
expanded to more quickly and accurately predict TBFS mutations.

In order to improve current methods to be applicable to a wide
range of transcription factors and to better predict which mutations
within TFBSs may lead to changes in binding affinity, we have devel-
oped a new method: the SNP effect matrix pipeline (SEMpl). Our
method uses endogenous ChIP-seq data and existing variants genome-
wide similar to the IGR method, however SEMpl also includes a catalog
of kmers separated by a single base change from a TFBS motif, allowing
it to provide an estimate of the consequence of every possible mutation
in a TFBS. We call these as SNP effect matrices (SEMs, Fig. 1). Here,
we demonstrate that SEMs recapitulate known motifs, are robust to in-
put data and cell type, and are better at predicting changes to transcrip-
tion factor-binding affinity than the current standard, PWMs. By
developing SEM scores, we aim to improve the prioritization of non-
coding GWAS variants for further experimental validation, expand the
understanding of noncoding genomic variation and further technology
toward developing tools for personalized medicine.

2 Materials and methods

2.1 Usage/accessibility
SEMpl is open access and can be downloaded from github: https://
github.com/Boyle-Lab/SEM_CPP. Over 200 precomputed SEMpl
scores can be found in Supplementary Material.

2.2 SNP effect matrix pipeline
SEMpl utilizes three types of experimental evidence to make its pre-
dictions: ChIP-seq data, which provides a transcription factor’s en-
dogenous binding in the genome; DNase I hypersensitive site
(DNase-seq) data, which represents regions of open chromatin
where transcription factors are known to function and PWMs,
which denote previous knowledge of the binding pattern of tran-
scription factors (Fig. 1). We obtained ChIP-seq and DNase-seq data
from the ENCODE project and PWMs from the JASPAR, Transfac,
UniPROBE and Jolma databases (ENCODE Project Consortium
et al., 2012; Hume et al., 2015; Jolma et al., 2013; Khan et al.,
2018; Wang et al., 2010).

SEMpl first enumerates a PWM of interest into a list of kmers
using a permissive cutoff P-value threshold of 4�5 using the software
transcription factor matrix P-value (TFM-PVALUE) (Fig. 2A)
(Touzet and Varré, 2007). This first list of kmers, referred to as the
endogenous kmer list, represents sequences where the transcription

A

B

Fig. 1. PWM versus SEM of transcription factor GATA1. (A) The PWM can be read

as likely nucleotides along a transcriptions factor’s motif. (B) Similarly, the SEM

can be read as nucleotides along a motif, but with additional information about the

effect any given SNP may have on transcription factor-binding affinity. The solid

gray line represents endogenous binding, the dashed gray line represents a scrambled

background. We define anything above the solid gray line as predicted to increase

binding on average, anything between the two lines as decreasing average binding

and anything falling below the dashed gray line as ablating binding on average
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factor of interest has an increased likelihood of binding. To observe
additional sequences which may show distinct binding preferences,
SEMpl next takes the endogenous kmer list and simulates all pos-
sible SNPs in silico to create lists of mutated kmers (Fig. 2B). For ex-
ample, by changing all bases in position 6 to a G nucleotide in every
kmer in the endogenous kmer list, SEMpl creates a mutated kmer
list for G in position 6. These lists of mutated kmers are then aligned
to the hg19 reference human genome in regions of open chromatin
using bowtie, as determined by DNase-seq (Langmead et al., 2009).
The ChIP-seq score is then calculated as the highest signal value
over the region 50 bp before and after the aligned site (Fig. 2C).
Next the SEM score for each position is computed as the log2 of the
average ChIP-seq signal to endogenous signal ratio for the mapped
kmers for each mutated kmer list. Taken together, the SEM scores
for each base form a matrix for each nucleotide at every position
along the motif. Scores can be evaluated at individual nucleotides,
or calculated across a full-length kmer by adding the nucleotide
score for each position along the motif, similar to a PWM.

The above process is repeated, using a slightly more stringent
TFM-PVALUE cutoff of 4�5.5 to generate kmers, until convergence
using an estimation maximization (EM)-like method in order to cor-
rect for differences arising from unique starting kmers (Fig. 2D,
Supplementary Fig. S1). This process continues until the number of
kmers from the endogenous kmer list does not change or until 250
iterations, with the average run converging by iteration 117. To con-
trol for poor quality data and to identify background levels of bind-
ing, a final kmer list of randomly scrambled endogenous kmers is
included to represent a random baseline where transcription factor
binding would not be expected to occur (displayed as a dashed gray
line on an SEM plot). Finally, we define scores above 0 as predicted
to increase binding on average, scores between 0 and the scrambled
background as decreasing average binding on average and scores fall-
ing below the scrambled background as ablating binding on average.

SEMpl output files include error messages during the run (.err),
the cache, a tally of kmer similarity between iterations (kmer_simi-
larity.out) and an output file containing information on run time
and where the program is in the run (.out). Additionally, within
each iteration, output files include the alignments for the SNP kmer
lists (alignment folder) and endogenous and scrambled kmer lists
(baseline folder) which include the aligned loci and ChIP-seq signal.
A quality control file is also provided within each iteration file that
provides the number of kmers mapped within the iteration, as well
as a –log10(P-value) representing the average of 100 t-tests from

1000 randomly chosen kmers from the SNP signal files versus 1000
randomly chosen kmers from the scrambled signal file. We used a
threshold of 2.5 to report confidence in a SEM run. Resulting
aligned loci and ChIP-seq values are stored in a cache, which allows
for a quick lookup of nonunique kmers without realignment. SEMpl
options include –readcache, which can be used to speed up a run for
which a cache has already been created. SEMpl is written in Cþþ
and R. PWMs were created using the R package seqLogo (Bembom,
2019).

2.2.1 Scoring a variant or sequence with a SEM

Scoring variants or sequences using SEMpl are as straightforward as
scoring using a PWM. A score can be computed in two ways. First,
a single base change can be scored by subtracting the wild-type
nucleotide score from the variant score using the SEM matrix to
determine the total predicted difference between the two nucleoti-
des. Second, a k-mer sequence can be scored in a manner very simi-
lar to a PWM. Because the matrix is log transformed, the score of
each nucleotide can be added to reflect the predicted binding of the
full sequence. In this way the effect of multiple variants can be calcu-
lated for a single sequence. In either case, the final value represents
the expected change compared to endogenous binding levels.

2.3 Correlation with ChIP-seq data
All possible kmers from the original transcription factor PWMs
were generated. For each unique kmer, average ChIP-seq signal
and standard error were calculated. PWM, SEM, DeepBind and
LS-GKM scores were calculated for each kmer. DeepBind scores
were calculated from precomputed models, and LS-GKM scores
were computed using the options l¼10 and k¼6 for motifs with
length �10—as recommended by the author. For LS-GKM motifs
length 9, I¼9 and k¼6, and motifs length 8 were run using l¼8
and k¼5. Correlations cutoffs were calculated for PWMs above the
standard TFM-PVALUE cutoff (P-value¼4�8) typically used for
PWM visualization. Correlation cutoffs for SEM, DeepBind and
LS-GKM scores were defined as the average scrambled baseline
across all iterations for a single transcription factor run.

2.4 SEM correlation across runs
SEM outputs from different starting ChIP-seq or PWM data were
compared using least square regression in R. More details about the

A B C D

Fig. 2. SEM methods pipeline. (A) All kmers with a PWM score below the TFM-PVALUE are generated for a single transcription factor. (B) All possible SNPs are introduced

in silico for each kmer. (C) All enumerated kmers are then aligned to the genome, and filtered for regions of open chromatin by DNase-seq. The average ChIP-seq scores are

then calculated for each alignment (dashed line represents endogenous binding, dotted line represents scrambled background). (D) Final SEM scores are log2 transformed and

normalized to the average binding score of the original kmers (solid gray line). A scrambled baseline, representing the binding score of randomly scrambled kmers of the same

length is also added (dashed gray line). Once a SEM score is calculated, the output can be used to generate a new PWM. This iterative process can correct for disparities intro-

duced by the use of different starting PWMs. The HepG2 cell line data were used for the ChIP-seq and DNase data for HNF4a
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datasets used for analysis can be found in Supplementary Table S1.
Overlapping DNase-seq peaks were downloaded from ENCODE
and calculated using bedtools (Quinlan and Hall, 2010). SEMpl
runs from the same cell type, and therefore using the same DNase
dataset, share 100% DNase peak overlap.

2.5 Allele-specific CTCF-binding pattern analysis
Allele-specific binding sites were defined as loci containing one or
more heterozygous SNPs while showing significant differences in
ChIP-seq signal from two alleles. We applied the AlleleDB pipeline
to count the number of ChIP-seq reads from two alleles respectively
for each heterozygous site and identified 468 allele-specific binding
sites at an FDR of 5% (Chen et al., 2016). CTCF ChIP-seq data
from GM12878 cell line was used in this analysis (accession num-
ber: ENCSR000DZN). For all heterozygous sites within CTCF
ChIP-seq peaks in GM12878 cell line, 240 of them also have match-
ing CTCF PWMs, which we further used for the comparison of
SEM and PWM scores. For those 240 heterozygous sites, we calcu-
lated the allelic ratio defined by the ratio between the number of
ChIP-seq reads from the maternal allele and the total number of
reads from two alleles. We then evaluated the correlation between
the change of SEM or PWM scores and allelic ratios.

2.6 Electrophoretic mobility shift assay (EMSA) analysis
The DNA-binding domains of CTCF (F1–F9) were amplified from
Addgene plasmid 102859 and cloned into a bacterial expression vec-
tor with a GST tag (pGEX4T) (Zuo et al., 2017). This construct was
transformed into BL21(DE3) cells. 1L LB liquid bacteria cultures
were induced by 0.25 mM IPTG at OD600¼0.6 and incubated at
12�C for 24 h. Cells were lysed by sonication, and GST-CTCF was
pulled down by a glutathione column. Following five washes with
wash buffer (20 mM HEPES-KOH, pH 7.2, 150 mM KCl, 0.05%
NP-40, 10% glycerol), the sample was cleaved by thrombin and run
through a column, resulting in purified, cleaved CTCF (F1–F9) pro-
tein (Supplementary Fig. S2A).

For our EMSA analysis, we tested a 20-bp genomic binding re-
gion to CTCF flanked by 200 bp upstream and downstream of en-
dogenous sequence (hg19, chr9: 135045357–135045377). We
introduced mutations to create 10 variable regions containing a sin-
gle mutation and one scrambled region. We completed EMSAs as
previously reported (Levitsky et al., 2014), incubating 50 nM DNA
fragments with 0, 50, 100, 250 and 500 nM purified CTCF protein
fragments for 30 min. EMSA reactions were then run on 4–12%
TBE gels (EC62352BOX) for 3 h at 80 V and 4�C. EMSA analysis
was completed as previously reported using densiometric scanning
by ImageJ and an Excel Solver Package (Aghera et al., 2011;
Schneider et al., 2012). EMSA scores were normalized to the genom-
ic background (þ) and scaled between 0 and 1.

3 Results

3.1 SEM scores better recapitulate endogenous

binding than PWMs
SEM scores are expected to be more representative of endogenous
binding patterns than PWMs as these predictions are generated using
an endogenous measure of genome-wide binding affinity. We demon-
strate this by correlating SEM and PWM scores across full-length
kmers for transcription factor FOXA1 to their average ChIP-seq sig-
nals at corresponding sequences genome wide (Fig. 3). When compar-
ing predictions with experimentally generated binding affinity data
above standard cutoffs (see Section 2), SEMs had a stronger correl-
ation than PWMs (SEM: R2 ¼ 0.66, PWM: R2 ¼ 0.24), demonstrat-
ing our predictions represent a more robust measure of endogenous
binding affinity. This pattern holds true when allowing a very lenient
PWM cutoff of 11 (R2 ¼ 0.28) as well as for the entire datasets
(SEM: R2 ¼ 0.19; PWM: R2 ¼ 0.03) (Supplementary Fig. S3).

These findings indicate that SEM plots better recapitulate known
patterns of transcription factor binding beyond the information
detailed in a PWM. Of note, there are cases where the PWM shows

approximately equal information content for distinct bases sharing
a position, yet the SEM plot reveals a wide margin of binding differ-
ences between the two bases fueled by differences in predicted direc-
tion of effect on binding affinity (i.e. position 3 or 10 of HNF4a in
Fig. 2).

3.2 Ubiquitous transcription factors show cell type and

dataset independence
To determine if SEM results show a dataset-specific dependence, we
evaluated the transcription factor FOXA1 using ChIP-seq data from
two different ENCODE datasets gathered in the same HepG2 cell
line (ENCFF658RGX; ENCFF898FCL) (Fig. 3). We found nearly
identical SEMpl outputs (P-value¼4.14e-56, RMSD¼0.0178)
using least-squares regression analysis.

We next expanded this to investigate if SEM results were depend-
ent on the cell line used and thus included three additional ChIP-seq
datasets (ENCFF699KBP; ENCFF845PAS; ENCFF723DLM) from
distinct cell types (Fig. 4). It is important to note that while some of
the regions tested in the cell lines are at the same locations, there are
large differences in the open chromatin regions (and thus site accessi-
bility) across these cell types, often with >50% unique sites between
cell types (bottom half of Fig. 4). We saw high levels of correlation
using these additional cell types, with R2 values over 0.97 for HepG2,
A549 and T47D (P-values < 1e-32, RMSD < 0.0717). We also saw
this trend between SEMs run on different cell lines for additional
transcription factors including in MYC, NKFB1 and FOS, suggesting
that for ubiquitous transcription factors, we expect there to be no

B

A

Fig. 3. SEMs show a better correlation with whole kmer ChIP-seq signal (B, R2 ¼
0.66) than PWMs (A, R2 ¼ 0.24). The line dividing the plot represents a standard

cutoff for PWM visualization (P-value¼4�8). Coefficient of determinations (R2)

were calculated to the right of the vertical lines, representing the TFM-PVALUE cut-

off for PWMs and the average scrambled background cutoff for SEMs (0.36 for

FOXA1). SEM values are displayed as 2n for visualization purposes. PWM values

only shown >0, a full plot can be found in Supplementary Figure S3
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appreciable difference between SEMpl outputs (Supplementary Figs
S4–S6).

It has been proposed that there may be binding affinity differen-
ces between cell types when a transcription factor has known cell
type-specific functions or cofactors. To address this, we investigated
the proto-oncogene MYC, which encodes for the transcription factor
c-myc known to have distinct functions and cofactors between dif-
fering cell types (Cappellen et al., 2007). Interestingly, we found
that c-myc yielded a highly similar pattern between almost all cell
types observed, but a distinct SEM plot in HeLa cells that cannot be
explained by low data quality (Supplementary Fig. S4). This suggests
that SEMpl can also be used to identify transcription factors that
have distinct cell type-specific functions. However, this seems to be
the exception rather than the rule as the majority of SEMs we
observed were cell-type agnostic.

Finally, we asked if the starting PWM for a TF would influence
the final SEM output. We found no appreciable difference in SEMpl

outputs when using different starting PWMs, given that the starting
PWMs represent the general binding of the transcription factor of
interest (Supplementary Fig. S1). However, certain PWMs and/or
datasets do not contain enough information about the binding of a
TF and so do not produce any significant enrichments in the final
SEM output and are thus discarded (Supplementary Table S1).

3.3 SEMpl recapitulates known allele-specific binding

patterns
Allele-specific binding differences in noncoding regions of the gen-
ome have long been associated with regulatory sequence (Kasowski
et al., 2010; McDaniell et al., 2010). To compare SEM scores
against known allele-specific binding data, we annotated heterozy-
gous sites in the GM12878 cell line with ChIP-seq read counts from
two alleles using ENCODE CTCF ChIP-seq datasets. Least-squares
regression analysis of SEM or PWM score changes against ChIP-seq

Fig. 4. Different ChIP-seq input produce similar SEMs. The top right half of the table shows a least square regression analysis which reveals that FOXA1 SEMs are highly cor-

related across four cell types and one pair of biological replicates with correlations between samples ranging from R2 ¼0.86 and R2 ¼ 1. The bottom left half of the table shows

overlapping DNase peaks between cell types. A549, lung carcinoma cell line; HepG2, hepatocellular carcinoma cell line; T47D, breast tumor cell line; MCF-7, breast adeno-

carcinoma cell line
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signal changes of these 240 heterozygous sites in CTCF-binding sites
revealed a higher correlation for SEM score changes with an R2 of
0.50 compared to a PWM R2 of 0.41 (Fig. 5). We also observed a
more dispersed distribution of SEM score changes, where the allele-
specific binding sites have overall larger changes between two alleles
(red points in Fig. 5). These indicate that the SEM score is more able
to capture the change of TF-binding affinity compared to PWM.

To validate that SEMpl scores accurately predict transcription
factor-binding affinity changes in vitro, we compared SEMpl scores
to previously generated ChIP-qPCR data, which measures endogen-
ous transcription factor-binding affinity (Cowper-Sal Lari et al.,
2012). ChIP-qPCR was generated from 10 allele-specific FOXA1-
binding sites in the genome. Regression analysis comparing SEMpl
scores to changes in transcription factor binding by ChIP qPCR ana-
lysis reveal that SEM scores are a better predictor of SNP changes
(R2 ¼ 0.64) than PWMs (R2 ¼ 0.44) (Supplementary Fig. S7).

We examined SEMpl predictions further by comparing them to
in vitro binding data generated by EMSA of purified protein of the
DNA-binding domains of CTCF to engineered DNA consensus
sequences. EMSAs of 10 CTCF-binding sites containing a mutation,
which we define here as variable regions, compared to a known
CTCF-binding site along with the endogenous sequence and
scrambled background reveals a better correlation with SEM predic-
tions (R2 ¼ 0.76) than PWM predictions (R2 ¼ 0.65) (Fig. 6A,
Supplementary Fig. S2). This is further supported by comparing
SEM and PWM scores to previously published EMSA data for the
mouse transcription factor FoxA1 (Levitsky et al., 2014). This ana-
lysis showed a marked improvement of SEM scores (R2 ¼ 0.75)
compared to PWM scores (R2 ¼ 0.6), and machine learning models
DeepBind (R2 ¼ 0.66) and LS-GKM (R2 ¼ 0.67), and suggests that
the SEMs of highly conserved transcription factors may be compar-
able between species (Fig. 6B) (Alipanahi et al., 2015; Lee et al.,
2015). Together, these results suggest that SEMpl has the ability to
return biologically meaningful results and can be used to predict the
direction and magnitude of allele-specific changes.

3.4 SEMpl predictions agree with experimentally

validated SNPs from the literature
To verify that SEMpl would allow researchers to identify variants
potentially leading to transcription factor-binding changes associ-
ated with gene expression changes, we validated our method against

four published TFBS SNPs found to disrupt transcription factor
binding (Supplementary Fig. S8). In most cases, we found that
SEMpl predictions agreed with the direction of the validated
changes, as well as the magnitude, when available. For example, a T
to G change in position 12 of a TCF7L2-binding site was found to
increase binding affinity by 1.3-fold by mass spec (Pomerantz et al.,
2009), where SEMpl predicted a 1.27-fold increase. Only one of the
four SEMpl predictions that we identified did not match the experi-
mentally determined variant. This C/T allele in position 11 of a
FOXA2-binding site was predicted to decrease binding affinity by
FAIRE-seq, however SEMpl predicted no difference in binding be-
tween the two alleles (data not shown). Interestingly, PWMs also
predicted no difference in binding between the two alleles, suggest-
ing additional factors may be at play.

We also compared SEMpl predictions to predicted variant effects
measured through a massively parallel reporter assay (MPRA)
(Kheradpour et al., 2013). We found a correlation between these
previously published expression changes and SEM score changes
(Supplementary Fig. S9). However, this relationship was not as
strong (R2 ¼ 0.23), though still outperforming PWMs (R2 ¼ 0.16),
possibly due to the nonlinear relationship between transcription fac-
tor binding, regulatory element use and gene expression.

3.5 SEMpl outperforms other methods in predicting

changes to transcription factor binding
In order to compare SEMpl to current state-of-the-art methods, we
compared SEMpl and PWMs to methods utilizing machine learning
able to predict the consequence of variants to transcription factor
binding, DeepBind and LS-GKM (Alipanahi et al., 2015; Lee et al.,
2015). Both tools use models trained on ChIP-seq datasets to
generate predictions of function variation. Here, we compared
scores for all methods (PWM, SEMpl, Deepbind and LS-GKM)
against ChIP-seq scores for all kmers from 13 transcription factors
(Supplementary Fig. S10).

Using a performance comparison, we found that SEMpl better
correlates with ChIP-seq data than both DeepBind and LS-GKM for
6/13 of the transcription factors tested, and comparably to 3/13
(Fig. 7). Of the final four transcription factors, two were better pre-
dicted by PWMs (EGR1 and MEF2A), HNF4a was poorly predicted
by all methods and FOXA2 was best predicted by DeepBind.
However, we note that, with some exception, all methods do have

Fig. 5. SEMs reflect allele-specific CTCF-binding patterns. Linear regression reveals a higher correlation between SEM score change and binding affinity change in two alleles

of heterozygous sites (R2 ¼ 0.50) than PWM scores (R2 ¼ 0.41). Allele-binding affinity change was measured by allelic ratio, which is the ratio between CTCF ChIP-seq read

counts from maternal allele and total read counts from two alleles. Allele-specific binding sites (red/light gray points) generally have larger changes on SEM scores. (Color ver-

sion of this figure is available at Bioinformatics online.)
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good apparent correlation with ChIP-seq data and provide some in-
dication of the effect of variation on TF binding. We would expect
transcription factors with binding strongly dependent on sequence
outside of the central motif to be better predicted by machine lean-
ing models such as DeepBind and LS-GKM, however for the major-
ity of transcription factors examined here SEMpl predictions based
on the central motif were sufficient. This is interesting as it suggests
reasonable predictions for transcription factor-binding affinity
changes can be made using a much simpler scoring system, analo-
gous to scoring using a PWM, while avoiding the pitfalls and com-
putational effort required to train a machine learning model.
Indeed, by providing pregenerated predictions for many transcrip-
tion factors, we hope to make using SEMpl as fast and straightfor-
ward as possible.

4 Discussion

A deeper understanding of the role noncoding variants play in alter-
ing gene expression is critical to fully illustrate the regulatory com-
plexity of our genome and is an important first step toward

developing tools for personalized medicine. Approaches such as the
IGR method have expanded our ability to use currently available
data to predict SNPs that play a regulatory role and have successful-
ly been implemented in multiple studies to link human disease to
specific transcription factors and their binding sites. Since its release,
the IGR method has been used to successfully identify
functional SNPs in TFBSs from GWAS data for breast cancer, atrial
fibrillation and lupus (Bailey et al., 2015; Ye et al., 2016;
Zhang et al., 2018). Functional predictions for these SNPs were ex-
perimentally validated, suggesting that the IGR process can be a ro-
bust method for functional noncoding GWAS SNP prediction.
Unfortunately, this method is not accessible for widespread use. By
developing a tool which generalizes the IGR methodology to predict
the magnitude and direction of effect of all SNPs within a TFBS, we
can identify novel variants associated with human disease in TFBSs
genome-wide.

In this article, we introduced SEMpl, a new tool designed to
identify putative deleterious mutations in TFBSs. SEMpl predictions
reflect known patterns of transcription factor binding while provid-
ing additional information about magnitude and direction of pre-
dicted change. We demonstrate that SEMpl provides more robust

A B

Fig. 6. SEMpl scores agree with in vitro transcription factor-binding results. (A) Electrophoretic mobility shift assay (EMSA) for CTCF correlated to SEMpl and PWM predic-

tions. Correlations are calculated without the inclusion of the genomic and scrambled controls (black points). Additional colors correspond to the SNP change made to the

variable region. (B) FoxA1 EMSA data from Levitsky et al. correlated to PWM, SEM, DeepBind and LS-GKM predictions (Levitsky et al., 2014)

A B C

Fig. 7. Performance comparison of SEMpl to other noncoding SNP prediction methods. Predictions for 13 TFs were generated using PWM (A), SEM, DeepBind (B), and LS-

GKM (C) and compared to the average ChIP-seq score for the analogous kmer sequence. Correlations for each transcription factor were then compared across methods.

SEMpl produced better or comparable correlations for 9/13 transcription factors tested. PWMs performed better for EGR1 and MEFF2A, and DeepBind performed best for

FOXA2. All methods performed poorly for HNF4. The colors/shades of gray of points are unique to each transcription factor. (Color version of this figure is available at

Bioinformatics online.)
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and consistent predictions both on a single variant and a TFBS kmer
level than the current standard, PWMs. The method leverages simu-
lation and real data to better model strength of binding rather than
a consensus sequence. Additionally, SEMpl scores correlate with
known allele-specific binding sites and agree with in vitro binding ana-
lysis via ChIP qPCR and EMSA as well as previously published var-
iants known to alter transcription factor-binding affinity. Importantly,
we found that SEMpl predictions outperform popular machine learn-
ing methods for the majority of transcription factors tested.

SEMpl was designed to be easy to use and accessible. In addition
to being available as an open source application, precompiled SEM
plots for 90 transcription factors from over 200 PWMs are available
online. While SEMpl is currently limited to transcription factors
with available ChIP-seq and PWM data, we may be able to eliminate
the use of PWMs to guide TFBS loci in future versions of our pipe-
line, potentially by using overrepresented kmers from the ChIP-seq
data, which would reduce bias and expand our list of compatible
transcription factors. In addition, we are working to include add-
itional genomic features, such as DNA methylation which would
allow the inclusion of additional bases to SEM plots and a more
nuanced understanding of transcription factor binding.

SEMpl’s ability to better predict the impact of genomic variation
on transcription factor binding has broad implications to the cross-
disciplinary study of the regulatory genome. SEMpl has great usabil-
ity for prioritizing GWAS SNPs for experimental follow-up, in indi-
vidual studies or through the evaluation of noncoding GWAS
catalog SNPs. With the increased need for experimental validations
following large-scale genomics studies, we anticipate that annota-
tion tools, such as SEMpl, will be critical in revealing developmental
and disease-associated regulatory SNPs.
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